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1
Scope

This document describes the communication behaviour between road construction machines using any kind of digital communication for data exchange. Machines that comply with this standard are able to communicate with each on construction sites to exchange positioning and process data.

This document was developed by the OSYRIS (Open System for Road Information Support) consortium (www.osyris.org).
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3
Abbreviations

OSYRIS


Open System for Road Information Support

4
Operating principles

Equipment that complies to this standard is able to

· connect mobile road machines, primarily rollers and pavers, for the continuous data exchange, to enable distributed functionality, e.g. distributed pass counting or asphalt temperature estimation.

· allow for connection of the site manager, visiting the worksite with a notebook, for the transfer of the design, mission, achieved work and configuration files.

· allow for connection of support engineer, visiting the worksite with a notebook, for remote configuration, diagnostics and possibly remote troubleshooting and debugging.

· allow for connection between the worksite and the site office.

· provide a minimum communication range of 300-1000 m as the machines in the working group stay mostly 200 m or less from each other.

· provide a moving zone of required coverage, as the machine fleet moves at the slow paver pace (~2 m/min),

· provide a minimum bandwidth of at least 20 kbit/s

· support standard network transports (e.g. TCP/IP) and be integrated with OS networking support to provide standard services like file sharing, network browsing etc.

The inter-machine communication is used for the following tasks: 

· on-line communication between the machines, so as to exchange relevant process information (continuously), 

· communication between the machine and the office: exchange of specification (design and mission) and result information, real-time monitoring of the worksite (few times a day), 

· communication between the worksite office and the headquarters: Web access, off-line monitoring of work progress (each few days) 

· administrative tasks: Remote configuration and troubleshooting of the system (depending on the need).

The radio connection to be used can be any communication device supporting TCP/IP and providing the above mentioned requirements. It shall be based on widespread Internet networking technology, as defined and maintained by Internet Engineering Task Force (IETF): UDP multicast technology together with IGMP (Internet Group Management Protocol), chosen due to their simplicity, wide support and good performance.

The reliable multicast protocol has the following properties:

· Peer-to-peer operation. Each machine carries whole set of worksite information, improving the robustness of the system. 

· Ribbon node is the optimal quantum of the protocol.

· Scalability and internetworking do not pose problems (at most 10 stations in one network)

· Multicast address selection, port numbering, or WLAN network selection can be used to separate fleets.

· The messages require no acknowledgement. In this way the message implosion is avoided. Only negative acknowledgements are sent.

· Reliability is implemented at the process level. The retransmission requests are generated based on the priority queue, newest and longest transmission misses have the highest priority.

· A mechanism for late joining of the fleet needs to be provided. The machines entering the worksite should receive the newest state at high priority.

· Any of the stations may function as soft relay between the stations which are not connected directly.

· UDP provides optionally a capability to verify that the data arrived intact. Alternatively checksum verification at the application level can be used.

· The device independence is provided by Sockets API. However, the algorithm can be easily adapted to any multicast-based communication device.

5
Error handling

The system tries to keep the re-send rate as low as possible. To achieve this, each station keeps record of the missing positions it tries to recover (”list of wishes”) and the requests issued by the other stations, which it may possibly answer (”list of assets”). Internally these two kinds are of items are competing in two priority queues: a missing queue and a request queue. An item with highest priority will be issued first. The priorities change dynamically. For example when the request for missing interval is heard from the other station, its priority is lowered locally and boosted again when no answer has been received. The request priority is high if station is in possession of all the missing data; the request is ignored if the data is fully unavailable. Before adding a request to the missing queue, the station waits at least until the amount of data lost can be estimated. Thus, there is a good chance that somebody else would request and get the same missing data and ”re-send bursts” (requests for the same information) are avoided.

In fact – confirmed by tests – such architecture operates as software relay, taking into account that stations are mobile and the topology of the possible direct connections may change at any time. Let’s suppose two slowly moving stations A and B are too far away to communicate directly (Fig. 1). However, there still is a possibility of exchanging the information via another station C, if it can be simultaneously reached by both A and B (static relay, Fig. 1a). Even if the simultaneous access is not possible, but C moves between the ranges of A and B, the data, however delayed and possibly incomplete, may still be exchanged (Fig. 1b). Both scenarios are relevant to the work site conditions, where the compactors may work on several sections and transfer frequently among them.

a) 
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 b) 
Fig.1. Station C as a data relay between stations A and B:  a) static b) dynamic

6
Message definition

Low-level message protocol is based on a connectionless communication scheme, which can be categorised as reliable multicast (Peer-to-All) protocol. It is implemented on top of a unreliable UDP messaging protocol.

Main types of messages are positions (CmPos) and requests messages (CmRequest). The request messages include also confirmations, ping-type of diagnostic messages and alive messages. Other types of messages are position properties (CmProps), immediately following the positions, and text messages (CmMsg).

The messages are sent as follows:

· Positioning messages – during normal operation, whenever a stable position is written into the ribbon database, or as a part of a requested retransmission.

· Re-send request – when a station misses some information, for example when a new compactor enters the work site or when the office requests a report about current situation,

· Confirmation messages – when a station accepts the re-send request, followed by retransmitted positions.

· Alive messages – periodically, when the medium is free and there is no other data to be sent.

· Text messages – displayed on the screen, for operator communication.

· Other diagnostic messages – upon need.

The detailed description of the messages follows the introductory remarks. 

· In the medium the UDP messages are preceded with transport specific headers, an IP header (20 bytes) and UDP header (8 byte). Multiple messages may be concatenated in one UDP datagram up to the predefined or maximum allowed datagram length. This is recommended, but not required in order to increase payload-header ratio.

· Messages are immediately preceded by an application specific header (CmHeader) including size and type information.

· The machines are identified by zero-based one-byte indices (Idx), independent from the ID numbers specified in the mission file. Special Idx values are reserved to mean no machine (idNobody = 254) or all machines (idAll = 255).

· The position in the ribbon is the basic quantum of the data exchange. The positions are uniquely identified by the machine id (related one to one with the ribbon number) and a zero-based 32-bit unsigned slot number, which is the sequence number of the position in the ribbon. It should not be confused with the position number, which is the sequence number of position as synchronously calculated by the positioning subsystem. Special value SlotLast = 0xFFFFFFFF is reserved to mean actually last recorded slot.

· Epoch (incremented session number) mechanism has been designed for distinguishing between sessions, but proved unnecessary.

· CRC checking with XOR or CRC16 algorithms may be optionally switched on. 

· Tight 1 byte packing has been used. Fillers have been introduced manually in order to increase performance whenever necessary.

CmHeader

Item
Type
Description

WCrc
UInt2
Optional checksum calculated with CRC16 or XOR algorithm

WLen
UInt2
Length of the message including header and checksum

WType
UInt2
Type of message: 1 – CmPos, 2 – CmRequest, 4 - CmMsg,  4- cmEvent
, 5 - cmPosProps

IdxWho
Byte
Idx of the message sender

IdxWhose
Byte
Idx of the message sender

CmPos

Item
Type
Description

dwNumPos
UInt4 
Position number, increased with each position

x
Real4
3D position relative to worksite center in the East direction [m]

y
Real4
3D position relative to worksite center in the North direction [m]

z
Real4
3D absolute position, height [m]

Yaw
Real4
angle position, rotating around vertical axis, [rad, north = 0, west = pi/2]

Pitch
Real4
angle position, rotating around lateral axis, [rad up = positive]

Roll
Real4
angle position, rotating around longitudinal axis, [rad, clockwise = negative]

dwFlags
UInt4
see below

dx, dy, dz
Real4
Position extents (to the right) [m]

Speed
Real8
speed [m/s]

Time
Uint64
Time stamp of the position in100ns units since 1.01.1600 (Win32 FILETIME type)

dwNumSlot
UInt4
Position slot number

Epoch
Uint1
Number of the epoch, incremented at the system restart. Currently ignored.

Flags

Flag
Name
Description

0000 0000h
POS_INVALID
invalid position

8000 0000h
POS_VALID
valid position

0000 0001h
POS_STOP
machine stopped

0000 0002h
POS_FORWARD
machine moves forward

0000 0004h
POS_BACKWARD
machine moves backward

0000 0080h
POS_VIBRATING
roller in vibrating mode

0000 0020h
POS_ERROR_HEADING
no clear heading of the machine available

0000 0100h
POS_ACCURACY_LOW
low accuracy of the calculated position

0000 0200h
POS_ACCURACY_MED
medium accuracy of the calculated position

0000 0400h
POS_ACCURACY_HIGH
high accuracy of the calculated position

0000 0800h
POS_GPS_SHADOW
Position in GPS shadow zone

CmPosProps

A table of the following PosProp structures follows optionally the position. Its length identified by the message length.

Item
Type
Description

PosPropVal
Union4 
A value of the property as a float, int or string. Currently only floats are used.

id
Uint4
Perfect hash index identifying the name of the property. See props.h.

CmRequest

Item
Type
Description

bType
Uint1 
Type of request: 0 – NAK (negative acknowledgement, normal request), 1 – NCF, NAK confirmation, 2 – ALL, request for all positions, 3 – PING, request for short response, 4 – PONG, short response, 5 – ALIVE – a message with the available slot range

From, to
Uint4
Request range in slot numbers (for NCF, NAK, ALIVE only)

X, Y
Real4
Last position (for PING, PONG only)

CmMsg

Item
Type
Description

szMsg
Char80 
Message to be displayed on the screen

7
Configuration

The address for multi messages consists of IP address and port number:

· Class-D Mutlicast address is recommended (224.0.0.0 – 239.255.255.255) – address 233.1.1.1 was used for most tests. The multicast addresses require group joining/leaving sequence according to IGMP.

· Broadcast address according to RFC 919 (e.g. A.B.C.255) – not recommended.

· Unicast IP address may be used for testing purposes.

· Port number – arbitrary port from the IANA dynamic and private ports range (49152 - 65535) may be used. 

It is recommended to assign the IP addresses of the machines statically in the host file. Moreover the TTL (time-to-live) scoping should be used with the value of 1, restricting the multicast to the subnet.

The configuration parameters are specified in the XML configuration file follows

Item
Type
Description

MultiAddr
IP
The address used for sending and receiving of the multi messages. 

MultiAddr
UInt2
Port number

Beat
UInt
The timer period for multi sends, including request serving, sending of alive messages and flushing of the message queue.

MinLen, MaxLen
UInt
The minimum and maximum length of the message queue to be flushed (sent in one datagram).

SendPeriod
UInt
Maximum waiting period for the message queue to be flushed. Alive message is sent automatically after this time. Default: 5 secs.

TailPos
UInt
Number of last positions to be sent in a response for a request for all. Default: all.

TTL
UInt
Time to live (timeout) for the requests and responses in beats.

Active
UInt
Mode of operation of the Multi component: a bitmap of values 1 – send positions, 2 – answer requests, 4 – ask requests, 8 – display messages. 7 is default value.

MaxRange
Float
A maximum range for a simulation of range-limited transmission. Default value 0.

� currently not defined
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